
= Sigmoid
= element-wise product
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Convolutional RNN : 

All matrix products are replaced by convolultional operations. 
Inputs, hiddens states, memory states are not of shape n x d but 
n x channels x height x width . 

Bi-directional RNN : 
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(Same thing for GRU)


